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About You?

1. What type and size of data do you work with?

2. What programming languages do you work in (e.g. R, Python..)?

3. Are you familiar with parallel programming?

4. Are you familiar with high performance computing?
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Use Cases from CBS

HPC might be useful when:

▪ Applying ML/AI

▪ Running other simulation and resampling 

techniques

▪ Working with large datasets

▪ My laptop runs out of memory

▪ My workflow is running very slow
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What is High Performance Computing (supercomputer)?

Choice of software
and resources

CPU

GPU

Storage

RAM
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Hardware

▪ Core: Processing unit on a single machine.

▪ Node: A single machine.

▪ Cluster: Network of multiple nodes.



Accessing an HPC…

Login Nodes

Access to assigned 
compute & storage nodes

Log in 
(ID + Password)
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Accessing an HPC…
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National HPC facilities

Type 1 (SDU, AAU)

Interactive HPC

Type 2 (AU,KU & DTU)

Throughput HPC

Type 3 (SDU)

Large Memory HPC

Type 5 (EuroHPC Consortium)

LUMI Capability HPC
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https://www.deic.dk/en/supercomputing/national-hpc-facilities 

• Collaboration between Universities and DeiC (Danish e-Infrastructure Cooperation)

https://cloud.sdu.dk/
https://genome.au.dk/
https://docs.hpc-type3.sdu.dk/
https://www.lumi-supercomputer.eu/may-we-introduce-lumi/
https://www.deic.dk/en/supercomputing/national-hpc-facilities


Type 1: Interactive HPC

Type 1 (SDU, AAU)

Interactive HPC
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Cloud-based (HPC) systems (e.g. similar to google colab, amazon aws)

User friendly with Graphical User Interface (GUI).

Lots of preinstalled software (R, Python, Stata & Matlab)

Collaborative projects – work & share files with others

GDPR-Compliant

Access with university credentials from https://cloud.sdu.dk

• xxx@student.cbs.dk
• xxx@cbs.dk

• 1000 DKK Free credit.

https://cloud.sdu.dk/
https://cloud.sdu.dk/
mailto:xxx@student.cbs.dk
mailto:xxx@cbs.dk


Type 1: SDU

Type 1 (SDU, AAU)

Interactive HPC
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• CPU resources

• GUI based

• Wide range of applications

• Slurm and Spark Cluster

https://cloud.sdu.dk/


Support at CBS

Local CBS support  

▪ Lars Nondal &  Kristoffer Gulmark Poulsen

▪ Contact: rdm@cbs.dk or directly to Kristoffer (kgp.lib@cbs.dk)

User support: Advising and granting resources, technical problems.

Consultation: Code development etc. 

Teaching: “High Performance Computing”, “HPC & Parallel Programming in R and Python” and “Train your ML/AI Model 
on GPUs”.

Documentation and Tutorials: https://cbs-hpc.github.io/

mailto:rdm@cbs.dk
mailto:kgp.lib@cbs.dk
https://cbs.libcal.com/event/4086280
https://cbs.libcal.com/event/4086211
https://cbs.libcal.com/event/4086197
https://cbs.libcal.com/event/4086279
https://cbs.libcal.com/event/4086279
https://cbs-hpc.github.io/


PARALLEL PROGRAMMING

Kristoffer Gulmark Poulsen & Lars Nondal
CBS



Working on Laptop vs HPC
Sequential Computing

▪ Single core processor

▪ Multiple tasks which runs overlapping but not at same time

▪ Synchronous tasks
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Parallel Computing

▪ Multi-core processor

▪ Multiple tasks which runs overlapping.

▪ Synchronous/Asynchronous



Parallel Programming

Single Instruction, Multiple Data (SIMD) - single thread/processor where 

same each processing unit performs the same instruction on different data. 

Used in Vectorization.

Shared Memory Parallelism (SMP) work is divided between multiple 

threads/processes running on a single machine.

Distributed Memory Parallelism work is divided between multiple machines 

with its own private memory. 
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Parallel Programming
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Data vs Task Parallelism

Multi-Threading vs Multi-Processing



Multi-Threading 

Threads are multiple paths of execution within a single process.

▪ Appears as a single process.

▪ Not hyperthreading: a single core appears as two cores.

Python and R are examples of single-threaded programming languages.
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Code

Process

Data

Threads

Code Data

Threads

Multi-threaded



Multi-Threading & SIMD in Python and R
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Multi-Threading and SIMD is achieved through external libraries written in other languages (e.g. C, C++, Fortran) that run multi-threaded.

Basic Linear Algebra Subprograms (BLAS) – Allows vectorized calculations in R and Python.

Python e.g.  NumPy and Pandas.

R e.g. some built-in functions.



R packages: parallel, doParallel, future and 

Tidymodels…

Python libraries: multiprocessing, threading, Joblib, 

Dask and Ray…

Other Frameworks: Tensorflow, Torch and Apache 

Spark…
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Multi-Processing

Code

Parent Process

Data

Threads

Code

Child Process

Data

Threads

Code

Child Process

Data

Threads



UCLOUD - TYPE-1 INTERACTIVE HPC

Kristoffer Gulmark Poulsen & Lars Nondal
CBS



Getting Started

Tutorials and Documentation https://cbs-hpc.github.io/ 

Getting Started with HPC (UCloud)

Use Conda to manage R-packages and Python-libraries

Batch Processing on Ucloud

Rsync - Large data transfer to UCloud

Synchronization on UCloud

Tutorials and Documentation
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https://cbs-hpc.github.io/
https://cbs-hpc.github.io/HPC_Facilities/UCloud/
https://cbs-hpc.github.io/Tutorial_Docs/Conda/
https://github.com/CBS-HPC/UCloud_BatchMode/blob/main/README.md
https://cbs-hpc.github.io/Tutorials/Sync/Rsync/
https://docs.cloud.sdu.dk/guide/synch.html?highlight=syncthing
https://cbs-hpc.github.io/tut_docs/


UCloud Dashboard

https://cloud.sdu.dk/app/dashboard 

https://cloud.sdu.dk/app/dashboard


User Pit Falls

Wait in queue when starting job- at “rush hours” you might have to wait in queue.

The job stopped while I was working - Remember to set enough hours for the job!

My results disappeared - Remember to work in the right folder!

Remember to stop the application after use!



QUESTIONS ?

Kristoffer Gulmark Poulsen & Lars Nondal
CBS
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